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Abstract

Vision-Language Models (VLMs) have become promi-
nent in open-world image recognition for their strong gen-
eralization abilities. Yet, their effectiveness in practical ap-
plications is compromised by domain shifts and distribu-
tional changes, especially when test data distributions di-
verge from training data. Therefore, the paradigm of test-
time adaptation (TTA) has emerged, enabling the use of on-
line off-the-shelf data at test time, supporting independent
sample predictions, and eliminating reliance on test anno-
tations. Traditional TTA methods, however, often rely on
costly training or optimization processes, or make unrealis-
tic assumptions about accessing or storing historical train-
ing and test data. Instead, this study proposes FreeTTA, a
training-free and universally available method that makes
no assumptions, to enhance the flexibility of TTA. More im-
portantly, FreeTTA is the first to explicitly model the test
data distribution, enabling the use of intrinsic relationships
among test samples to enhance predictions of individual
samples without simultaneous access—a direction not pre-
viously explored. FreeTTA achieves these advantages by
introducing an online EM algorithm that utilizes zero-shot
predictions from VLMs as priors to iteratively compute the
posterior probabilities of each online test sample and up-
date parameters. Experiments demonstrate that FreeTTA
achieves stable and significant improvements compared to
state-of-the-art methods across 15 datasets in both cross-
domain and out-of-distribution settings.

1. Introduction

Vision-Language models (VLMs) [2, 20, 27, 35], such as
CLIP [35], pretrained on web-scale image-text pairs, en-
code a diverse array of visual concepts in a shared embed-
ding space for both image and text. This enables their zero-
shot generalization across various downstream tasks, in-
cluding image recognition [23, 55, 58, 60, 61]. Images can
be directly identified without task-specific data by align-
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Figure 1. Comparison of key properties: target distribution mod-
eling, availability, and training-free efficiency. (a) Prompt-based
methods fail the training-free criterion due to lengthy backpropa-
gation. (b) Other methods require access to source or additional
test data, affecting availability. In contrast, (c) our FreeTTA satis-
fies all criteria, offering a universally available, training-free solu-
tion that efficiently models the target distribution without requiring
additional assumptions.

ing their features with the text embeddings of hand-crafted
class prompts. However, despite its strengths, VLMs face
notable challenges when downstream images demonstrate
distinct domain and distribution shifts relative to their train-
ing data in the source domain. To address this, some re-
search focuses on adapting VLMs to specific target domains
and distributions using parameter-efficient fine-tuning tech-
niques, such as adapter tuning [55] and prompt learn-
ing [23, 58, 60, 61]. Nonetheless, a key limitation of these
works is their assumption of access to sufficient annotated
downstream data for fine-tuning, which restricts VLMs’ ap-
plicability in real-world scenarios where labeled data is un-
available, particularly in dynamic and diverse conditions.

Given this, the paradigm of utilizing off-the-shelf unla-
beled data at test time, known as test-time adaption [1, 13,
21, 39, 40, 53], has emerged to improve VLMs’ general-
ization to the target domain. Building on prompt learning
in VLMs, test-time prompting [39] tuning optimizes the



prompt by minimizing prediction entropy across test sam-
ple augmentations. Follow-up works [1, 13, 21, 40, 52, 53]
introduce new optimization objectives, such as calibration
error [52], pseudo-label probability difference [26], and
self-supervised learning metrics [30], or enhance sample
augmentation [13]. More recently, some approaches re-
place learnable prompts with direct feature representation
improvements via meanshift [53] or dynamic adapters [56],
or with calibration of the VLMs’ temperature factor [11].

However, we believe the three key intrinsic characteris-
tics listed below, crucial for fully realizing the core advan-
tages and applications of test-time adaptation in practical
settings, are not sufficiently addressed by existing methods.
• Target Distribution Modeling. Explicitly estimating

the target distribution can leverage intrinsic relationships
among test samples to enhance individual predictions and
adapt the model to the overall distribution. Current meth-
ods either treat each test sample independently [13, 39,
40] (Figure 1a) or consider only a very small set of sam-
ple correlations [21] (Figure 1b) limiting test-time adap-
tation’s ability to fully utilize continuously incoming test
samples as historical information.

• Availability. Assumptions regarding access to or modi-
fication of model parameters, training data, or simultane-
ous access to or storage of multiple test datasets should
be avoided, especially in light of current API access
for foundational models and associated privacy concerns.
However, prompt tuning methods modify model parame-
ters, while training-free dynamic adapters require storing
a subset of test samples [56] (Figure 1b).

• Training-Free for Efficiency and Stability. There
should be no significant increase in inference costs or pre-
diction instability arising from the randomness of opti-
mization and inherent biases in the optimization objec-
tive. Unfortunately, most methods significantly increase
time complexity [1, 13, 39] (Figure 1a), while a reduction
in entropy is demonstrated to heighten the risk of overfit-
ting and overconfidence.
Therefore, we aim to be the first to enhance test-time

adaptation to simultaneously satisfy all three aforemen-
tioned characteristics. As a starting point, we assume that
the test samples for each class follow an independent Gaus-
sian distribution, denoted as p(x|y = i) ∼ N(µi,Σi). This
assumption allows us to apply maximum likelihood esti-
mation [14] to determine the distribution parameters (mean
µi and variance Σi) for each class, and subsequently clas-
sify new samples using Bayes’ theorem [3], expressed as:
ŷ = argmaxi p(y = i|x) ∝ p(x|y = i)p(y = i), where
p(y = i) represents the prior probability of class i. How-
ever, applying Gaussian discriminant analysis [4] to classify
test samples at test time poses new challenges: (1) The class
labels of the test data are unknown, preventing direct esti-
mation of the distribution parameters; and (2) test samples

cannot be observed simultaneously, as each is predicted on-
line and sequentially.

To address challenge (1), we adopt the Gaussian as-
sumption in Gaussian discriminant analysis [4] and con-
clude that the unsupervised test samples conform to a
Gaussian mixture distribution, expressed as: p(x) =∑I

i=1 πiN (x|µi,Σi), where πi represents the mixture
weight of class i. Furthermore, we directly apply the EM
algorithm [32] to iteratively predict the posterior probabil-
ity γki of each sample xk belonging to each class i during
the E-step, and update the model parameters µi, Σi, and
πi based on γki and test samples in the M-step. To tackle
challenge (2), a naive approach involves storing historical
test samples during the online prediction process and using
them to estimate parameters; however, this contradicts the
second characteristic, i.e., availability. Instead, we leverage
the alignment of visual and textual features in the shared
embedding space of the VLM model, using the text em-
beddings of each class i as the initial mean µi. We then
extend the EM algorithm to an online version, where it se-
quentially estimates the posterior probability γki of the cur-
rently arriving test sample and updates the Gaussian mix-
ture parameters in an online manner. Additionally, lever-
aging the generalization capabilities of the VLM’s original
zero-shot branch, we use its prediction as the confidence
score to weigh the influence of each incoming test sample
during the online EM update process.

To evaluate the effectiveness of our FreeTTA and learn-
ing strategy, we conduct experiments on cross-domain
benchmarks and out-of-distribution benchmarks. In sum-
mary, our main contributions are:
• To the best of our knowledge, we are the first to simulta-

neously satisfy the three intrinsic characteristics—target
distribution modeling, availability, and being training-
free—which enable effective and efficient test-time adap-
tation for VLMs.

• We introduce FreeTTA, an online EM method that itera-
tively predicts posterior probabilities for incoming sam-
ples across classes and updates parameters by leveraging
the prior knowledge of VLMs. This approach enhances
stability and incorporates uncertainty, achieving continu-
ous online adaptation without the need to access or store
past or additional data.

• Experimental results show that our FreeTTA achieves
stable and significant improvements compared to state-
of-the-art methods across 15 datasets in cross-domain
and out-of-distribution settings, highlighting its robust-
ness and effectiveness.

2. Related Work
Vision-Language Model. In the development of Vision-
Language Models (VLMs), several landmark models [2,
20, 27, 35] continuously advance the boundaries of cross-



modal understanding between images and text. Among
them, CLIP [35] leverages contrastive learning on large-
scale image-text paired data to obtain cross-modal feature
representations for both vision and language. In down-
stream tasks, these pre-trained VLMs exhibit zero-shot and
few-shot learning capabilities, along with advanced seman-
tic understanding, facilitating their broad application across
diverse areas. For example, in open-world object detec-
tion [16, 25, 47, 59], zero-shot capabilities are extended
to detection tasks primarily through knowledge distillation
techniques; in image classification [60, 61], prompt-based
few-shot adaptation is commonly employed to address do-
main shift; and in referring image segmentation [9, 45, 49,
50], VLMs’ advanced semantic alignment facilitate cross-
modal alignment at the pixel level, enabling precise seg-
mentation of specified objects within an image. However,
using VLMs in downstream tasks often requires labeled
training data to bridge domain gaps. Unlike them, our fo-
cus is on test-time adaptation, which utilizes off-the-shelf
unlabeled data at test time to adapt to the test domain.

Test-Time Adaptation (TTA). TTA aims to automatically
adapt to new data domains or distributions during test time,
enabling models to adjust to downstream tasks without re-
quiring additional labeled data. This low-cost transfer char-
acteristic holds practical significance and achieves success
across various tasks, including image segmentation[6, 44,
51], object detection [41], action recognition [28], and im-
age classification [1, 13, 21, 39, 40, 42, 53, 54]. In im-
age classification, early TTA approaches utilize classifiers
trained solely on the image modality, such as TENT [42],
which first proposes enhancing model confidence by mini-
mizing prediction entropy, thereby generalizing the model
to the downstream domain. With the advancement of
VLMs, recent TTA works [1, 13, 21, 39, 40, 53] adopt
CLIP’s text encoder as a classifier to leverage its general-
ization capabilities. Some methods integrate entropy mini-
mization with prompt learning techniques commonly used
in CLIP-based classification tasks [60, 61]. For instance,
TPT [39] combines entropy minimization with prompt
learning, where CLIP is fully frozen and optimizes the
learnable text prompt for each test sample. Building on this,
DiffTPT [13] employs a diffusion model to generate ad-
ditional augmented samples, enhancing robustness. How-
ever, these approaches require gradient backpropagation for
each test sample to update learnable prompts, leading to
high computational costs. To enhance efficiency, TDA [21]
caches historical test data to provide additional pseudo-
priors for improving test-time accuracy, circumventing the
need for parameter updates. However, these methods gen-
erally overlook the potential relationships among test data
and often rely on backpropagation or access to additional
data, limiting their practicality. In contrast, our approach
models the target domain online, featuring both availability

and a training-free design.
GMM & EM in Computer Vision. In computer vi-
sion, Gaussian Mixture Models (GMM) [37] and the
Expectation-Maximization (EM) [? ] algorithm are widely
applied in image classification [38, 46], object detection [7],
image segmentation [57], and image generation [29]. For
instance, in image classification, [38] proposes a GMM-
based approach for modeling facial embeddings, represent-
ing them as probability distributions to enhance robustness
and accuracy in face recognition. In object detection, [7]
integrates Gaussian distributions into the YOLOv3 model,
modeling localization uncertainty to improve detection pre-
cision and speed. We introduce the concept of modeling the
target domain with GMM into the field of TTA, leveraging
an online EM approach to achieve a training-free method
without the need for access to additional data.

3. Method
The framework of our proposed FreeTTA is shown in Fig-
ure 2. First, we review the zero-shot CLIP and previous
TTA methods for CLIP, along with the challenges they en-
counter (see Sec 3.1). Next, we introduce Gaussian discrim-
inant analysis and describe how it models data distributions,
followed by a discussion of the challenges in directly apply-
ing it to TTA (see Sec 3.2). Finally, we provide a detailed
introduction of our proposed FreeTTA, demonstrating how
it effectively addresses these challenges (see Sec 3.3).

3.1. Preliminaries
Vision-Language Models (VLMs) [2, 20, 35] like
CLIP [35] have recently shown remarkable zero-shot classi-
fication capabilities by aligning visual and linguistic modal-
ities. Specifically, CLIP predicts the probability of an image
x belonging to class i as follows:

PCLIP(y = i | x) = exp (cos (f(x), g(ti)))∑K
k=1 exp (cos (f(x), g(tk)))

, (1)

where f(·) and g(·) are the image and text encoders, re-
spectively, and cos(·, ·) denotes the cosine similarity be-
tween features. Here, ti is a class-specific description
formulated using template prompts for the i-th class, and
K denotes the number of target categories. Despite its
strengths, CLIP suffers from performance degradation un-
der domain shifts between the training and test sets. Tra-
ditional works [15, 55, 60, 61] to mitigate domain shift
require fine-tuning the model with labeled data from the
target domain, which incurs additional labeling and train-
ing costs, raising the application barrier for pre-trained
VLMs in real-world scenarios. To address this, recent
works [1, 13, 21, 39, 52] introduce test-time adaptation
techniques to facilitate VLM adaptation to the target do-
main without additional labeled data.
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Figure 2. The overall framework of our FreeTTA. Given a test sample xt, we use the frozen CLIP image encoder to extract the image
feature, while the text encoder, using prompt templates, generates class feature vectors. The online EM algorithm is initialized with the
text features as mean vectors and the identity matrix as the shared covariance matrix. It updates in two steps: the E-step calculates the
posterior probability for each class, and the M-step updates the class-specific mean vectors and shared covariance matrix based on current
prediction, leveraging CLIP priors to assess the contribution of each sample. Our FreeTTA combines CLIP’s zero-shot classification results
with GDA predictions to enhance stability and robustness in the target domain, explicitly modeling the target distribution without requiring
time-consuming training, while meeting the availability requirement.

Test-Time Adaption (TTA) for VLMs. In the TTA setting,
a VLM pre-trained on the source domain is adapted to the
target domain using only the unlabeled test set Dtest = {xt}.
This adaptation occurs either through fine-tuning the model
in an unsupervised manner or by utilizing a memory of past
test samples. Notably, each sample is predicted indepen-
dently during this process. To enhance CLIP’s classifica-
tion performance on the target domain, typical TTA meth-
ods [1, 13, 39] use prompt learning to minimize prediction
entropy across multiple augmentations of each test sample.
This process can be formulated as follows:

P ∗(y | xt) =
1

ρM

M∑
m=1

1 [H (PCLIP (Am(xt))) ≤ τ ]PCLIP (Am(xt)) ,

(2)
where Am(xt) denotes the m-th augmented view of t-th im-
age xt, M represents the number of augmented views, ρ is
the proportion of high-quality augmented views selected, τ
is the self-entropy threshold, and H(p) = −

∑K
k=1 P (y =

k | xt) logP (y = k | xt) denotes the self-entropy of the
predicted probability distribution over K categories. The
optimization objective is to minimize H(P ∗(y | xt)). Addi-
tionally, other methods [21] cache high-confidence test fea-
tures to provide reference information for subsequent sam-
ples, mitigating domain shift.

However, existing TTA works face several challenges:
(1) they fail to model the target distribution, ignoring in-
trinsic relationships among test samples; (2) they require
access to data beyond the current sample, conflicting with
availability in practical settings; and (3) they involve time-

consuming optimization, risking instability. To address
these, we propose FreeTTA to overcome these limitations.

3.2. Gaussian Discriminant Analysis for TTA
We assume that test samples for each class follow an in-
dependent Gaussian distribution and employ Gaussian Dis-
criminant Analysis (GDA) [4] for classification. Maximum
likelihood estimation [14] is used to determine the mean
and variance for each class, followed by classifying new
samples using Bayes’ theorem [3]. In this section, we first
introduce GDA (Sec 3.2.1) and then discuss its challenges
in applying to TTA (Sec 3.2.2).

3.2.1. Gaussian Discriminant Analysis
Assume that samples of each class y follow a multivariate
normal distribution, with distinct means and covariances for
each class. To simplify, according to [4], we assume that all
classes share the same covariance matrix Σ, while the mean
vector µy differs for each class. The conditional probability
density function for a sample xt from class y is given by:

p(xt | y) = N (xt | µy,Σ)

=
1

(2π)d/2|Σ|1/2
exp

(
− (xt − µy)

⊤Σ−1(xt − µy)

2

)
,

(3)

where d is the dimension of the sample xt, µy is the mean
vector for class y, and Σ is the shared covariance matrix.
Eq. 3 represents the Mahalanobis distance between the sam-
ple xt and the class mean µy , scaled by the covariance ma-
trix Σ. This scaling accounts for feature correlations and



variance differences across dimensions, yielding a more ac-
curate distribution estimate. Based on this assumption, the
posterior probability of y can be expressed using Bayes’
theorem [3] as follows:

P (y | xt) =
P (y)p(xt | y)∑
y′ P (y′)p(xt | y′)

, (4)

where P (y) represents the prior probability of class y. Sub-
stituting Eq. 3 into the expression yields:

P (y | xt) =
exp

(
− 1

2 (xt − µy)
⊤Σ−1(xt − µy)

)∑
y′ exp

(
− 1

2 (xt − µy′)⊤Σ−1(xt − µy′)
) .
(5)

Therefore, for the t-th test sample xt, the class with the
highest posterior probability is selected as the prediction:

y∗ = argmax
y

(
logP (y)− 1

2
(xt − µy)

⊤Σ−1(xt − µy)

)
.

(6)

3.2.2. The Key Challenges of Applying GDA to TTA
Although GDA models the target distribution, it requires a
large set of annotated samples for accurate parameter es-
timates. In TTA, however, test samples are unlabeled and
presented sequentially, making direct application of GDA
challenging.
Sequential Online Adaptation. In TTA, the model adapts
in real-time based solely on incoming test samples, without
access to batch data or full distribution. This “sequential
online” nature makes distribution estimation from a single
sample unreliable and impossible, especially with substan-
tial shifts. Thus, methods must balance efficiency and accu-
racy in online updates for effective adaptation.
Unsupervised Adaptation. In TTA, where test sample la-
bels are unavailable, the model must adapt unsupervised.
However, GDA relies on labeled samples to estimate param-
eters. To suit the unsupervised setting, we use a Gaussian
mixture model (GMM) [37] for TTA.
Uncertainty Modeling. Fortunately, we can leverage the
zero-shot predictions from VLMs as priors for GDA, serv-
ing as pseudo-labels. However, these pseudo-labels carry
uncertainty, and the confidence in their predictions must be
accounted for.

3.3. Online EM Algorithm for TTA
To address the three challenges of applying GDA to TTA,
we introduce an online Expectation-Maximization (EM) al-
gorithm that leverages zero-shot predictions from VLMs as
priors to iteratively compute the posterior probabilities of
each online test sample and update the parameters. Specif-
ically, in the E-step (Sec 3.3.2), we evaluate the posterior
probability of the incoming test sample based on the dis-
tribution parameters from the previous step. In the M-step

(Sec 3.3.3), we update the mean of each class and the shared
covariance to estimate the dynamic changes in the distribu-
tion by using the test sample.

3.3.1. Parameter Initialization
During initialization, we use CLIP’s text encoder g(·) to
generate the class features g(ty) for each class y, which
serve as the initial mean vectors µy for that class. We as-
sume that the features are independent and identically dis-
tributed with unit variance, setting the shared covariance
matrix Σ to the identity matrix I for a simple and unbiased
starting point. The initialization formulas are:

µy = g(ty), Σ = I. (7)

3.3.2. E-Step: Computing Posterior Probabilities
In the E-step, for each new test sample xt at time step t,
we evaluate the likelihood of xt belonging to class y by
calculating its posterior probability. Based on the assump-
tion of the normal distribution, the posterior probability
P (zy = 1 | xt) is given by:

PGAUS(zy = 1 | xt) =
πy · N (xt | µy,Σ)∑
j πj · N (xt | µj ,Σ)

, (8)

where zy is the indicator variable representing sample xt

belonging to class y, and πy denotes the prior probability
of class y. We denote the posterior probability as γy,t =
P (zy = 1 | xt).

3.3.3. M-Step: Parameters Update
In the M-step, we utilize the posterior probabilities γy,t cal-
culated in the E-step to update the parameters for each class,
including the prior probability πy , the mean vector µy , and
the shared covariance matrix Σ. For each class y, the prior
probability is updated as:

π′
y =

Ny + γy,t
nt

, (9)

where nt is the total number of samples up to the t-th step,
and Ny is the number of samples in class y, which is initial-
ized to 1/number of classes. Meanwhile, the updates to the
mean vectors and the shared covariance matrix incorporate
the contribution of the new sample to each class, and are
formulated as follows:

µ′
y =

Ny · µy + γy,t · xt

Ny + γy,t
,

Σ′ =
(nt − 1)Σ +

∑
y γy,t(xt − µ′

y)(xt − µ′
y)

⊤

nt − 1
. (10)

Notably, in statistical estimation, the unbiased estimation
of the covariance matrix requires dividing by nt − 1, ac-
counting for the degrees of freedom lost due to estimat-
ing the mean. By dynamically adjusting the shared co-
variance matrix, the model can estimate the distribution



of each class, thereby enhancing classification ability on
the target domain. After incorporating the new sample xt,
the sample count for class y is correspondingly updated as
N ′

y = Ny + γy,t.
Our online EM algorithm effectively addresses the distri-

bution shift challenges in TTA for VLMs. By dynamically
adjusting class-specific mean vectors, the shared covariance
matrix, and prior probabilities, the model adapts to the tar-
get domain in an unsupervised, sequential online manner.
Moreover, this approach eliminates the need for gradient-
based optimization on individual samples, reducing com-
putational overhead and enhancing model robustness.

3.4. Incorporating VLM Priors
During the initial stage of TTA, the model’s instability leads
to erratic predictions and updates, causing drift from the
original semantic information. To enhance stability, we pro-
pose an adaptive update strategy that incorporates VLM pri-
ors, including zero-shot classification predictions and con-
fidence levels. Specifically, we use the entropy of CLIP’s
predictions to assess each sample’s confidence level and dy-
namically adjust its influence on parameter updates, while
leveraging the classification logits to adjust the predicted
probabilities.

For the t-th test sample xt, we compute the self-entropy
based on the CLIP’s zero-shot predicted probabilities, de-
noted as {PCLIP(zy = 1 | xt) | y = 1, . . . ,K}, then the
self-entropy is defined as:

H(xt) = −
K∑

y=1

PCLIP(zy = 1 | xt) logPCLIP(zy = 1 | xt).

(11)
By incorporating H(xt) into the previous online EM update
steps, we enable the model to adjust the influence of the
single sample based on its confidence level. Specifically,
we introduce the weighting function w(h) = e−βh to revise
the previous Eq. 9 and Eq. 10 as follows:

π′
y =

Ny + w(H(xt)) · γy,t
t′t + w(H(xt))

,

µ′
y =

Ny · µy + w(H(xt)) · γy,t · xt

Ny + w(H(xt)) · γy,t
,

Σ′ =
(n′

t − 1)Σ + w(H(xt))
∑

y γy,t(xt − µ′
y)(xt − µ′

y)
⊤

n′
t − 1

.

(12)

The sample count for class y is correspondingly updated
as N ′

y = Ny + w(H(xt)) · γy,t, and the total number
of samples considering uncertainty is updated as nt

′ =
nt−1

′ + w(H(xt)). This integration of confidence level
into the model can effectively reduce the impact of new
samples with high uncertainty on the parameter estimation,

thereby mitigating the noise issue. Our FreeTTA modu-
lates the contribution of samples based on the confidence
of their predictions and adjusts their influence according
to self-entropy. This approach emphasizes high-confidence
samples, enhancing their dynamic impact on adaptation.

The final predicted logits are a combination of the
CLIP’s zero-shot logits and those derived from our prob-
abilistic generative model, expressed as:

logitsy = FT⊤
y + α(w⊤

y F + by), (13)

where F = f(xt) is the image feature, Ty = g(ty) is
the text feature for class y, α is a hyper-parameter and wy

and by are the weight vector and bias term derived from
the probabilistic generative model, with wy = Σ−1µy and
by = logP (y)− 1

2µ
⊤
y Σ

−1µy , for y = 1, . . . ,K.

4. Experiments
4.1. Datasets and Implementation Details
Datasets. To evaluate our method, we first con-
duct extensive cross-domain generalization experiments
across 10 diverse datasets, encompassing image clas-
sification tasks across different domains: FGVCAir-
craft [31], Caltech101 [12], StanfordCars [24], DTD [8],
EuroSAT [17], Flower102 [33], Food101 [5], Oxford-
Pets [34], SUN397 [48], and UCF101 [22]. This selection
ensures a comprehensive assessment of the model’s adapt-
ability across varied visual domains. To further evaluate the
robustness of our method under natural distribution shifts,
we utilize the ImageNet [10] dataset along with its challeng-
ing out-of-distribution (OOD) variants: ImageNet-A [19],
ImageNet-V2 [36], ImageNet-R [18], and ImageNet-S [43].
These benchmarks are designed to test the model’s re-
silience to natural variations in data distribution.
Implementation Details. We follow prior work by utiliz-
ing the pre-trained CLIP model with either ResNet-50 or
ViT-B/16 as the image encoder, paired with their respec-
tive text encoders. For class labels across different datasets,
we follow TDA [21], employing specific template prompts
for each dataset, which are processed by the text encoder to
serve as the zero-shot CLIP classifier. For our FreeTTA, we
set α to 0.2 and β to 4.5. During testing, we strictly adhere
to the TTA setting in [39], using a batch size of 1. We use
top-1 accuracy as the evaluation metric. All experiments are
conducted on an NVIDIA 3090 GPU.

4.2. Comparison with the State-of-the-Art Methods
Table 1 and Table 2 present the comparisons on the cross-
domain and out-of-distribution benchmarks, respectively,
against state-of-the-art methods. Among them, CoOp [61]
and CoCoOp [60] are few-shot adaptation methods that re-
quire labeled data from the target domain for prompt learn-
ing. For test-time adaptation methods, we categorize them



Method T.D Avail. T.F. AIR CAL CAR DTD EUR FLWR FOOD PETS SUN UCF AVG

CLIP-RN50 - - - 16.11 87.26 55.89 40.37 25.79 62.77 74.82 82.97 60.85 59.48 56.63

CoOp [61] % % % 15.12 86.53 55.32 37.29 26.20 61.55 75.59 87.00 58.15 59.05 56.18
CoCoOp [60] % % % 14.61 87.38 56.22 38.53 28.73 65.57 76.20 88.39 59.61 57.10 57.23

TPT [39] % " % 17.58 87.02 58.46 40.84 28.33 62.69 74.88 84.49 61.46 60.82 57.66
DiffTPT [13] % " % 17.60 86.89 60.71 40.72 41.04 63.53 79.21 83.40 62.72 62.67 59.85

Ours " " " 17.83 90.12 58.01 44.21 43.64 68.26 77.98 86.44 62.84 63.97 61.33

CLIP-ViT-B/16 - - - 23.22 93.55 66.11 45.04 50.42 66.99 82.86 86.92 65.63 65.16 64.59

CoOp [61] % % % 18.47 93.70 64.51 41.92 46.39 68.71 85.30 89.14 64.15 66.55 63.88
CoCoOp [60] % % % 22.29 93.79 64.90 45.45 39.23 70.85 83.97 90.46 66.89 68.44 64.63

PromptAlign [1] % % % 24.80 94.01 68.50 47.24 47.86 72.39 86.65 90.76 67.54 69.47 66.92
TDA [21] % % " 23.91 94.24 67.28 47.40 58.00 71.42 86.14 88.63 67.62 70.66 67.53
TPT [39] % " % 24.78 94.16 66.87 47.75 42.44 68.98 84.67 87.79 65.50 68.04 65.10
DiffTPT [13] % " % 25.60 92.49 67.01 47.00 43.13 70.10 87.23 88.22 65.74 62.67 65.47

MTA [53] % " " 25.32 94.13 68.05 45.59 38.71 68.26 84.95 88.22 64.98 68.11 64.63
ZERO [11] % " " 24.40 93.51 67.54 45.80 39.60 67.07 84.36 86.74 64.49 67.64 64.66
Ours " " " 25.11 94.63 67.34 46.96 62.93 71.62 86.62 90.11 67.76 71.16 68.42

Table 1. Comparison on Cross-domain Benchmark. The best performance for each dataset is highlighted in bold. Methods are
categorized based on three key attributes: target distribution modeling (T.D.), availability (Avail.), and training-free (T.F.) characteristics.

based on three key attributes: target distribution model-
ing, availability, and training-free characteristics. Com-
pared with other methods that also possess availability and
training-free characteristics, our approach achieves stable
improvements across diverse datasets, with an average gain
of 3.76% on cross-domain benchmark and 1.66% on out-
of-distribution benchmark.
Comparison on Cross-Domain Benchmark. Recent
methods, such as MTA [53] and ZERO [11], address both
availability and training-free issues but fail to leverage
potential relationships between test samples. Compared
to them, our FreeTTA consistently leads on 8 out of 10
datasets, showing average accuracy improvements of 3.99%
and 1.58%, respectively. This demonstrates our design of
explicitly modeling the target distribution through online
EM enables more effective adaptation to the target domain.
Furthermore, even compared to other TTA methods [1, 21]
that are not training-free or lack availability, we still out-
perform them on most datasets. Our FreeTTA achieves
a 1.5% improvement in average accuracy over PromptAl-
ign [1], which requires source domain statistics and not be-
ing training-free, underscoring the computational efficiency
and adaptation capabilities of our approach. Moreover, we
outperform TDA [21] on 9 out of 10 datasets with an av-
erage improvement of 0.89%, which TDA necessitates an
explicit cache of test sample features and uses them solely
as instance-level references. In contrast, our method elim-
inates the need for such storage and models the target do-
main using an online EM approach. Compared to TPT [39],
the pioneering TTA algorithm in VLMs, our method sur-

passes it on both ResNet-50 and ViT-B/16, with average
improvements of 3.67% and 3.32%, respectively, demon-
strating the effectiveness of our approach across different
backbones.
Comparison on OOD Benchmark. Furthermore, we con-
duct additional comparisons with other methods on OOD
datasets that focus on natural distribution shifts as shown in
Table 2. Our method outperforms MTA [53] and ZERO [11]
across all datasets due to its target distribution modeling ca-
pabilities, achieving average accuracy increases of 2.42%
and 1.56%, and OOD accuracy gains of 2.79% and 1.66%.
These consistent performance improvements highlight the
effectiveness of our method for target distribution model-
ing while maintaining the advantages of being training-free
and not requiring access to the source domain. Addition-
ally, we also achieve average OOD accuracy improvements
of 0.87% and 0.53%, compared with PromptAlign [1] and
TDA [21]. Even greater gains are observed when com-
pared to TPT [39] and DiffTPT [13], with average im-
provements of 3.14% and 3.3% and OOD accuracy gains
of 3.61% and 3.9%. Our method consistently achieves per-
formance gains, whether compared to traditional prompt-
learning-based approaches or recent methods that possess
availability or training-free characteristics, which demon-
strates the robustness and effectiveness of our target distri-
bution modeling design.

4.3. Ablation Study
We conduct ablation studies to demonstrate the effective-
ness of our method, as shown in Table 3, and we use zero-



Method T.D Avail. T.F. ImageNet -A -V2 -R -S Average OOD Average
CLIP-RN50 - - - 59.81 23.24 52.91 60.72 35.48 46.43 43.09

CoOp [61] % % % 63.33 23.06 55.40 56.60 34.67 46.61 42.43
CoCoOp [60] % % % 62.81 23.32 55.72 57.74 34.48 46.81 42.82
Tip-Adapter % % " 62.03 23.13 53.97 60.35 35.74 47.04 43.30

TPT % " % 60.74 26.67 54.70 59.11 35.09 47.26 43.89
DiffTPT % " % 60.80 31.06 55.80 58.80 37.10 48.71 45.69
Ours " " " 61.51 30.67 55.89 63.02 37.94 49.81 46.88

CLIP-ViT-B/16 - - - 68.34 49.89 61.88 77.65 48.24 61.20 59.42

CoOp [61] % % % 71.51 49.71 64.20 75.21 47.99 61.72 59.28
CoCoOp [60] % % % 71.02 50.63 64.07 76.18 48.75 62.13 59.91
Tip-Adapter % % " 70.75 51.04 63.41 77.76 48.88 62.37 60.27

PromptAlign [1] % % % - 59.37 65.29 79.33 50.23 - 63.55
TDA [21] % % " 69.51 60.11 64.67 80.24 50.54 65.01 63.89
TPT [39] % " % 68.98 54.77 63.45 77.06 47.94 62.44 60.81
DiffTPT [13] % " % 70.30 55.68 65.10 75.00 46.80 62.28 60.52

MTA [53] % " " 69.29 57.41 63.61 76.92 48.58 63.16 61.63
ZERO [11] % " " 69.06 61.35 64.13 77.28 48.29 64.02 62.76
Ours " " " 70.21 61.41 64.92 80.49 50.88 65.58 64.42

Table 2. Comparison on OOD Benchmark. The best performance for each dataset is highlighted in bold. Methods are categorized
according to the same criteria as in Table 1. The OOD average reflects the mean performance across the four ImageNet variant datasets.

shot CLIP-ViT-B/16 as the baseline (row 1).
Update Mean Vectors. To verify the importance of dynam-
ically updating the mean vectors µy in our approach, we
perform an ablation experiment using fixed mean vectors
(row 3). In this experiment, the model utilizes mean vectors
initialized with CLIP text embeddings without updates dur-
ing testing. The results indicate that the model with fixed
mean vectors fails to adapt the class feature centers effec-
tively under significant distribution shifts, resulting in de-
creased classification accuracy. This highlights that the dy-
namic update of mean vectors is a crucial mechanism in our
method, enabling the model to leverage inter-sample rela-
tionships in the visual branch and address the generalization
challenges of the CLIP on target domains.
Update Covariance Matrix. We further investigate the ne-
cessity of dynamically updating the covariance matrix Σ by
conducting experiments with a fixed covariance matrix (row
4). In this setup, the covariance matrix is set as an iden-
tity matrix and remains unchanged during testing, reducing
Equ 3 to a Euclidean distance metric. The results demon-
strate that a fixed covariance matrix limits the model’s abil-
ity to represent intra-class variability, leading to suboptimal
performance when adapting to the target domain. In con-
trast, our method with dynamically updated covariance ma-
trices captures class distribution variations more effectively,
thereby improving classification performance at test time.

VLM priors. Finally, we evaluate the impact of incorpo-
rating VLM priors for parameter initialization and adjust-
ing influence on parameter updates by assessing each sam-
ple’s confidence level (row 5). The results show that without

Method Average Accuracy
1 Zero-Shot CLIP 64.59
2 FreeTTA 68.42
3 2-Mean Vectors Update 64.64
4 2-Covariance Matrix Update 67.07
5 2-VLM priors 67.78

Table 3. Ablation Study on Cross-Domain Benchmark. The CLIP
ViT-B/16 is used.

consideration of VLM priors, the model’s performance de-
creases due to noise from high-uncertainty samples. Con-
versely, incorporating self-entropy as an uncertainty mea-
sure allows the model to leverage its knowledge as priors
to assess the contribution of samples adaptively, making it
more robust and stable against noise.

5. Conclusion

This paper introduces a novel test-time adaptation ap-
proach for VLMs, leveraging the Gaussian discriminant
analysis and an adaptive online EM algorithm to improve
adaptability under domain shifts. By incorporating VLM
priors as uncertainty measurement, our method effectively
handles varying sequential online samples and enhances
model stability during adaptation. Experimental results
demonstrate that our approach significantly improves
performance without relying on source domain data and
costly training, showcasing its robustness and efficiency.
Acknowledgment: This work was supported by the Na-
tional Natural Science Foundation of China (No.62206174).
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